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Question Paper Specific Instructions

Please read each of the following instructions carefully before attempting questions :

There are EIGHT questions divided in TWO SECTIONS and printed both in HINDI and in
ENGLISH.

~ Candidate has to attempt FIVE questions in all.

Questions no. 1 and 5 are compulsory and out of the remaining, any THREE are to be attempted
- choosing at least ONE question from each section.

The number of marks carried by a question [ part is indicated against it.

Answers must be written in the medium authorized in the Admission Certificate which must be

stated clearly on the cover of this Question-cum-Answer (QCA) Booklet in the space provided. No
marks will be given for answers written in a medium other than the authorized one.

Assume suitable data, if considered necessary, and indicate the same clearly.
Unless and otherwise indicated, symbols and notations carry their usual standard meanings.

Attempts of questions shall be counted in sequential order. Unless struck off, attempt of a question
shall be counted even if attempted partly. Any page or portion of the page left blank in the
Question-cum-Answer Booklet must be clearly struck off.
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Ql. (a)

(b)

(c)

(d)

SDF-U-STSC

©us A
SECTION A

oA fifse 5 s figs 1 diw o o S @ | X gee so w RA
(Ferdi) <t s quifar 2 3R Y, auwa fodi (Fodl) fraen g, @1 z=X+Y
&1 UTRIehdl sed fefiau |

Suppose a coin is tossed three times. If X denotes the number of heads

on first toss and Y is the total number of heads, then write down the
probability distribution of Z = X + Y. 10 L

forg e s |
X 2 ouRkeFmmat x_—4 0 -

Prove that

X —Y 0 ifandonlyif X_—% 0. 10

M ofifse fo

fix, =0x*1ex* x>0,0>0 ‘
% G Yed Ush WIRIehdl Bed Bed flx, o) &, X; 3N X, a1 IR geaq ,
sfed Jaor 8 |
aae fr S 2621 % wr gfieda 2 | ‘
(log X9)
Suppose X; and X5 are independent and identically distributed (i.i.d) ’

observations from the pdf given by

o
fix, ) =ax®le X x>0,a>0.

(log X1)
(log X5)

Show that is an ancillary statistic. 10

T T (€saT) A9HN o futar 1 e ® f 39 37 90% @rn @ fier

a1 2 | AR s Agfow gfiedt #, fmfar < scare, 20 # & 17 m fiew, @
Y IEReTET Hy : 0 = 090 T dehfedeh IiehedT Hy : 0 < 0-90 & fasg,
0-05 refeha Tt W gdiegur hife 3 feooft Hifsm |

The manufacturer of a spot remover claims that his product removes
90% of all spots. If, in a random sample, 17 of 20 spots were removed
with the manufacturer’s product, test the null hypothesis Hy : 6 = 0-90
against the alternative hypothesis H; : 6 < 0-90 at the 0-05 significance
level and comment. 10




(e)

Q2. (a)
(b)
SDF-U-STSC

qH T 6 Xy, Xy, Xy fF w0 argfess =t & e qum wiliesar 990
B (91.81.U%.)

22X x>0
f(x) = 2 |
0, YT

HH AT 76 Y = min (X3, Xy, Xg). Y T M0 3cUEH B (mgf) HG
ST | ATl G HeH (mgf) F ST HW 7Y, E(Y) W E(Y?) 7
shifarT |

Let Xy, X5, X3 be three independent random variables with common pdf

Qe 2% x>0
1(x) =
0, otherwise.

Let Y = min (X3, Xg, X3). Find mgf of Y. Using mgf, find E(Y) and E(Y?). 10

X1, ..., X, STRehdT Bcd %ol
fx|0)=0x2 0<0<x<oo

¥ T Agfoas ufied # |

i) 0% o v wfdests @ 2 2

(i) 6 1 Aferehan HuTfadT et (TH.TA.5.) F1d hIfoT |

(i) 3ol fafer (ww.3iium.) & 0 1 Ahersh F1d HIFT |

Xy, ..., X, is a random sample from probability density function
fx|0)=0x2 0<B<x <o

(i)  What is a sufficient statistic for 6 ?

(i)  Find the Maximum Likelihood Estimate (MLE) of 6.

(iii) Find the Method of Moments (MoM) estimate of 0. 20

awisy 6 awgfees =i 1 v wiel faen e @ fem w sgE

el B |

Show that every Bernoulli sequence of random variables obeys the
central limit law. 15



(c)

Q3. (a)
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T difsre o X 1 TilkerdT 99cd weH

X

i |
f(x,0) = 68 0 0<X<oo%|
0, YT

a8 off W e fo6 Hy : 0 = 2 1 wlieor Hy : 6 = 4 % fovg = & fog,
X, 3 X, T 2 % AR 1 Teh Agfosh Yfdee 8 | Teh e

C = {(Xy, Xg); 95 < Xg + Xy < oo}
Shif=ieh & o g JRwIfvd 2 |

TieToT % PR ST &rar 1 g FIf |
Let X have the pdf

X
1 -
f(x,0)=1<5° 9, O<x<eo

0, otherwise.

To test Hy : 6 = 2 against Hy : 6 = 4, let X; and X be a random sample of
size 2. A test is defined by taking critical region as

C = {(X4, X9); 9-5 <X + Xg < oo}.
Determine size and power of the test.

T eifre fop X w1 wiikerdT o9 we
[x]
frx|e)=[g] 1-0)1-1xl, x=-1,0,1, 0<8<1

T T Y& R |

() @ X T grqUl qad gfdesa @ 2 g8 oft Sife fF @ |X| ot w
qeqol wfed gfdests 2 |

(i) T fx | 0) =RETATH ol § Ty @ 7 ?

(iii) 0 T AferehaH T 3T (TH.UA.3.) HTd shiforg |

Let X be one observation from the pdf

0 |x|
f(X]G)=(§J (1—6)1—|X|, y=—1 0.1 -0£0< 1

(1) Is X a complete sufficient statistic ? Check also if |X| is a
complete sufficient statistic.

(i)  Does fix|0) belong to exponential class ?
(iii) Find the MLE of 6.

15

20




(b) W iU fob X a1 Y 1 5 WIihdl gHcd Beld

flx,y)=C.expl— (x2 — 4y2 — xy))

2, & C U I 8 |

BIG ﬁﬁ'ﬂl ‘

() EX) IRVEX)

i)  E(Y) 3R V(Y)

(iii) XduT Y& &9 Ggdey

X 3R Y& sedi (faawon) it oft gg=m Hife |

Let the joint probability density function of X and Y be
f(x,y) = C . expl- (x2 — 4y2 — xy)},

where C is a constant.

Find :

1) EX) and V(X)

(ii)  E(Y) and V(Y)

(iii) Correlation between X and Y

Also identify the distributions of X and Y. 15

© () UH HA H UH e Weush Uehl & @ AvfiEd % e
75% TTEh! I STl ‘s For i Aot H T B T wwEh
i Sifdt wor Aot # e @ 1 i w=o e @it %
st 50% SR i (srafy) gug dfiqa e € wEfh ‘o= W
1t % TR Ao 10% T & 9 k1 i frare (sEfy) S 34 8 |
it swor Joft & S arel Ukl % U Stfaereed st w1 feha
yfererd grem 8 2
An accounts manager in a company classifies 76% of customers as
‘good credit’ and the rest as ‘risky credit’ depending on their
‘credit rating’. Customers in the ‘risky’ category allow their
accounts to go overdue 50% of the time on average, whereas those
in the ‘good’ category allow their accounts to become overdue only
10% of the time. What percentage of overdue accounts are held by
customers in the ‘risky credit’ category ?

(i) #M ifie 5 @ waie faenfsdl ¥ @a @ 3R F|@ q@n w6
figemdl 1 & S 1 Tiekar 0-30 B, faerel 11 % Sfiq <l JTrewd
0-45 2, 3 T % s B4 H THaT 0-25 7 | AR T A THSA
fgefeai 3 20 @a @ &1, d Tikehdr 3a i 6 6 @ faerd 1
Saar 2, 2 @ faendt 11 sfaar 8, o 9w @ @a fomn grsfia =
Ed 2 |
Suppose that two chess players played games and it was seen that
the probability that Player I would win is 0-30, the probability
that Player II would win is 0-45, and the probability that the
game would end in a draw is 0-25. If these two chess players
played 10 games, find the probability that Player I wins 6 games,

Player II wins 2 games, and the remaining 2 games would be
drawn. 8+7=15
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Q4. (a)

(b)

SDF-U-STSC

HH AT 6 Xy, ..., X, W 3R Tdaw s a1t st (u, 1) Igfeos = &

IR Yy, ..., Y, HaA AR wdGw §eq a1t sier (0, 1) Aefess =W E | Xs

Eﬁ'{l”sﬁﬂ-?{%I

(i) Hp:0 =y 70 Hy : 0 % p % favg &0 & forv gwifaar arguma
giteror (e, 3. d. ) Fa Fifs |

(i) Temme f wm () § wlew

n
Z log X;
1=1

m

T =
n
Z log X; +Z log Y;
1=1

j=1
yfdests ot e 8 dehdt 2 |
(i) 9 Hy 9cd &, @ T &l sed 1 hifse i it fewmse f o smer
1 TEIuT HH Ted R S Feha B |
Suppose Xy, ..., X, arei.i.d beta (u, 1) and Yy, ..., Y, are i.i.d beta (9, 1).
X’s are independent of Y’s.
(1) Find a Likelihood Ratio Test (LRT) of Hy: 6 = pvs. Hy : 0 # .

(i1)  Show that the test in part (i) can be based on the statistic

(iii)  Find the distribution of T, when Hj, is true and then show how to
get a test of size o.

Tsh ATgleeh =X X I ekl %o f=fetfad 2

X =x HH -2 -1 0 1 2 3

flx) 0-15 k 0-25 2k 0-35 k

(i) koI 9F 4 FifSU |
(i) ¥ B F(x) Ted Shifo 37T IGehT UM% S412T |

6

20




(c)

SDF-U-ST5C

A random variable X has the following probability function :

Value of X =x i ~1 0 1 s 3

f(x) 0-15 k 0-25 2k 0-35 k

(i) Find the value of k.
(ii)  Obtain the distribution function F(x) and draw its graph. 5+10=15

oot diet Tl Yoo § w8 SR whiel ot # vt o med gath
% 2N Hefert 1 sieE Wl 8 | Hiel efEl o s et |« 3ardl
3, W 39 A ) U YR AN B | STHUHRAISA! FT Th T Ag A
<redr o 6 w1 sieE F § Fafie g @ W S9l 1 A B R |
SRR g O gafRdl 61 SUTgeRR AR Bt AT SR geh b forg, ferm
gaferat 3 forg oft w1 fon et Sfia o T ofi v ww o weft | st
1 e = foon w2

foFT SOT gaehl & W1g | U1 el o WG SATFRATSH
EiC| AT @9d T ud
(mL Os kg™) (mL Oy kg™

1 42 71

2 52 77

3 60 83

4 67 96

5 82 107

6 82 113

7 81 121

8 81 80

9 96 128

10 104 143

Sfa wemst % R § el w1 Ig@ iy ot afemer, 6w i
farr wor gafRal 1 el AN o = 0-05 TR T ST 8, I UGt AITHCTh
wdiequr ST |
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Weddell seals live in the Antarctic and feed on fish during long, deep

dives in freezing water. The seals benefit from these feeding dives, but

the food they gain comes at a metabolic cost. A set of researchers wanted

to know whether feeding per se was also energetically expensive, over

and above the exertion of a regular dive. They measured the metabolic

cost of 10 feeding dives and for each of these also measured a non-

feeding dive by the same animal that lasted the same amount of time.

The data are given below :

Oxygen consumption Oxygen consumption
Individual after non-feeding dive after feeding dive
(mL Og kg™1) (mL Og kg™1)
1 42 71
2 52 77
3 60 83
4 67 96
5 82 107
6 82 113
9 81 121
8 81 80
9 96 128
10 104 143

Mention assumptions

about the populations and carry out an

appropriate non-parametric test of hypothesis that the energetic cost is

the same for feeding and non-feeding dives at level o = 0-05.

15



Q5. (a)

(b)

SDF-U-5T5C

wvs B
SECTION B

3 YTl 6 3T ¢ 1 HAThe A o foT, 3 Wa A9 foe 91d 8, S
HIq <61 e 1 AT I 3 YT 62 & | HE A 6

(i)  n & % A 08,

(i)  m JeIuT =1 HIET (0 — 0) &, 3N

(iii) m JEIUT BT AT (0—0) & |

T TP AFE Raw Aied & ®Y § oqaredd ity | 0 3 ¢ H FTaw ot
WW%?var((ﬁ),cw(ﬁ,$)3ﬁ1var($—@)W?ﬁﬁqI

In order to estimate two parameters 6 and ¢, a number of independent

measurements are taken, each having errors with mean zero and

variance 6. Suppose there are

(1) n observations with mean 6,

(ii)  m observations with mean (6 — ¢), and
(iii) m observations with mean (¢ — 0).

Set up this in the form of a standard linear model. What are the least

square estimates of 6 and ¢ ? Find var($ i cov(B . :j\)) and Var($ — 8.

s A e Aiee W femm Sifsr, g siftereq 3oy

-2 -2
<1 =1
0 0
X=| 1 1
2 2
" 1
A,

2 S By AT By G TF B | B Wk GAS u = a; B, + aghy
e 31fires 3 ge HH YT B §e R af+a2=1%?

9

10



(c)

(d)

(e)

SDF-U-5TSC

Consider a standard linear model with design matrix

-2 -2
-1 -1
0 0
X = | 1
2 2
-1 1
1 -1

and unknown coefficients Py and f5. Which linear combinations

A A
1?;: ajp,+agPy have largest and smallest variance subject to

a’+a; =12 10
TideTIE % "YU WA Ageas e (TH.R.TE. S AR.) § (yufed
Hd Tal & |19), feamse fe

i E(F)=7Y,3N

» = N-1_2
V = ——8S5.
(ii) ar(y) No Oy
In Simple Random Sampling with Replacement (SRSWR) (with usual

notation), show that

i) E(¥)=Y,and

N-1_2

~o Sy 10
Yafd Fhad & T, GUiET 6 U ke R, R @7 dmqn s fisue
(3rfid) 3Tehereh B 3R 3g@ HIfY o 37 wfaeei o1 ek arefin o7 ored
HE! Bar g |

A
With usual notation, show that the ratio estimator R is the best linear
unbiased estimator of R mentioning the conditions under which the

(11) Var(y) =

property holds. 10

Eohd & Hedludl 1o qerT Y saren Hifse |

Explain Duncan’s Multiple Range Test. 10
10



| Qé. (a)

(b)

(c)

SDF-U-ST5C

Tuisy o (YAfd Hehcd & |1Y), URHEIH SThesh y_ 1 Eieehe TR
_ 1-f

Var(y,) = (T] Sy1-pH R

Show that the approximate variance of the regression estimator y. is

Var(y ) = (ﬂ) Sf, (1 — p?) (with usual notation). 15
n

frgd v died, agfess ywE Atsa iR fifka ywia afea & = favwg
$ifsre |

Distinguish between fixed effect model, random effect model and mixed
effect model. _ 15

foam Hifve 3 fer yam= ufdEl 4 AR 10 % Wds R FdHd €A
T, 3l T gfded | aftormEt o1 o = e mn g

_ (3 _ [ 4 =1 2 -2
Sl P Tl B L el WP el WP

ﬁ’sj,jzl,z,uﬁaﬁww TR &

3R ij,j=1,2,uﬁaﬁmw%l

o = 0-05 TR W F=fifad aiereaatt & fore 3oy whem e it sro
T fepifery |

. 25
1 5 =
0:M1=1] 4
()  Hp:pp=py
(i) Hp:pyy + 2010 = 4, T8 Py = (g, Byo)

(319 fraferfiaa Al w1 3TERT S Thd @ -

F0'95, 2.17= 3-6915, F0-95, M 3:56, F0.95, 1,19= 4-38)

11



Q7. (a)

SDF-U-5TSC

Consider two independent i.i.d samples, each of size 10, from two
bivariate normal populations. The results are summarised below.

_ 3) _ 1 . 4 -1 & 2 -2
X4 = " X — 5 = . F .
7)) 27 (1) e 2)72 e 4
where SJ-, j =1, 2 are sample covariance matrices

and )_cj ,J =1, 2 are sample means.

Provide suitable tests for the following hypotheses at level o = 0-05 and
draw your conclusion.

25
(i) HO:LLl:[ 1J

(i) Hp:pg=py
(iii) Hp: pyq + 2Uq9 = 4, where py = (U1, Hq9)
(You can use the following values :

Fo.95, 2,17 =35915, Fo.95 2 18 =355, Fp.95 1,19 =4'38)

A wifae b
1y 11 -6 2
X~Ng||2],|-6 10 -4
3) 2 -4 &6
Zq = Xg—Xq
Zg =Xg9 + X3
Z3|Zq, Zo ~ N (Z1 + Zg, 10)
e I
() Zy, Zg 3R Zg 1 GIH &
(i) X 1 GUfda-g 419 9 X, 3R X, fqu 7o =
i) p2

312

12

20



Let
1) (11 -6 2
X~Ngl{2,|-6 10 -4
3 2 -4 6
Zy=X9—X3
Zgy =Xg + X3
Z3|Zq, Zg ~ N (Z1 + Zg, 10)
Derive :

(i) The joint distribution of Zy, Zg and Z3
(ii)  The conditional mean of X3 given X; and Xy
9
(iii) B, 20
b) HHEI B wEdm Ig@  wW gy, feamy fh il
(Horvitz-Thompson) 3Tehcieh,

n

¥i
T

A
YgT =
i=1

Fufy (SeEET) A Y 1 U SR AR § 31

N
A ]_—ﬂ;i 9 N N TCij—TCiTEj
VarYam) = 3 |27+ 2), X, | Twm | WY
i - 173

i=1 i

T 2 |
Mentioning clearly about the notations, show that Horvitz-Thompson

estimator of the population total
n
Yi
-
i=1

A
Yur =

is an unbiased estimator of Y and variance is

N N N
A 1_.7[i 9 nij—ninj

i=1 i=1l j3i1

() wafa gt e sfmErerr (d.emd ) Hi afem G | dfemg .
¥ Wt Gl w1 HUF BT | SEEd b > v + ¢ — 1% f firg Ao
(FTET= Hehad <k |1Y) |
Define BIBD. State the parametric relationships of the BIBD with usual
notation. Also prove the inequality b = v + r — 1 (with usual notation). 15

SDF-U-STSC 13



Q8. (a)

(b)

SDF-U-STSC

e vgfa arehl wh w@fe (sHEE) 3t N = nk (N = @af & JATHT,
n = Jiqe3l &1 THR, k = Wfe==H &1 siauer) % fau enize fp
1 nk + 1
VStV Vran.n:l:ﬁ,
&l Vi, Vi 3RV, 09T Tala Sl sag Sioesm ot gl i
e o gf=ed & fau, gufy (S9de) e F gfied safEq
HAThAh! o Tl THT & |
For a population with linear trend and N = nk (N = population size,
n = sample size, k = sampling interval) show that
1 nk +1
V. V Vo 2 =2 L}
st - ran - i k+1

where Vg, Vg, and V,,, are respectively for sampling variances of the

sample unbiased estimator of the population mean for stratified
sampling, systematic sampling and SRSWOR. 15

n WRERI # Yot 41 gU & T W forem Hifv |

A4 wifae f

X; : 98dd 9 1 o g

Xy : 9B 99 i fiw =i

X3 : g8 93 i R wd

Xy E;{ﬁ kEl ! T ?ﬁ_s’lg

Tt g fean m wftest sawor gy segg 2
91481 50753 66875 44267
50753 52186 49259 33651
66875 49259 96775 54-278

44-267 33651 54278 43222

St o ATy 3TTegg
R R
=[ . HJ I HT B,
Ro1  Rgo
. 1 07346 i 0-8392
S@l Rpj = , Rog =
07346 1 0-8392 1
, 07107 07040
R..,=R.,, = :
12721 "1 06931 07085

fafed wegeyl ot srqua wem fafea =@ @)y hifw qor 19y fomg 6
SRS HIfT |

14
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Consider two sons born first in n families.

Let

X; : head length of first son
X5 : head breadth of first son
X3 : head length of second son

X4 : head breadth of second son

The measurements provide the sample variance covariance matrix

91481 50753 66875 44267
50753 52186 49259 33651
66:875 49259 96775 54278
44267 33651 54278 43222

that leads to the correlation matrix

R R
R:[ 11 12)’
Ro;  Rag

1 0-7346 1. 0-8392
where Rll = ) R22 =
0-7346 | 0-8392 1

r

Ri.=R

07107 07040
12 21 ~

06931 07085/

Obtain the canonical correlations and hence the first canonical variables

and interpret your result.

15

15



(c) TS AIgedichd Wesh AWbHedT (RBD) § 9 1 4t YR & et 1 ufy

qie S 6 wEe (Um), i Teqd T §

form i Ll ‘
1 2 3
1 21-0 20-0 195 .
2 19 18 185 |
3 185 18 189 ‘,
4 27-5 . 27 |
5 31 325 32-6
6 315 305 32
7 253 25 266
8 39 40 385
9 39 385 40
SANTIcH 3iehel &1 fageryu Hifsu |

(aferert A F(2, 25) = 3-39 31 F(8, 25) = 234, 5% Hefehal TR W)

Grain yields per plant (grams) of paddy of nine varieties in a
Randomised Block Design are presented below :

itk Replication
1 2 3
1 21-0 20-0 19-5
2 19 18 18-5
3 185 18 189
4 27-5 8 27
5 31 32-5 32-6
6 31-5 30-5 32
7 253 25 26-6
8 39 40 385
g 39 38-5 40

Analyse the experimental data.

(Table value F(2, 25) = 3-39 and F(8, 25) = 2:34, at 5% level of

significance)

SDF-U-STSC
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